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Abstract

Given a bounding box across an arbitrary object in the
first frame, the goal of visual object tracking is to learn how
to track that object in the entire video. A common approach
for tackling this problem is to find the similarity of a small
candidate image (template) with a large image (search) at
all the sub-windows of the search image in a single evalua-
tion. Although there have been extensive work in the litera-
ture on visual object tracking, most of them deal with sim-
ple scenarios having no occlusion, illumination or appear-
ance change and no motion blur. In this report we consider
the motion blur problem in visual tracking. Specifically, a
Generative Adversarial Network [4] is trained jointly with
SiamRPN++ []8] to eliminate the blurred video frames,
and perform efficient tracking. Experimental results on the
Need For Speed dataset [12] shows that our method out-
performs the original SiamRPN++ []8], and thus proves
the efficiency of motion blur removal on the tracker’s per-
formance.

1. Introduction

Visual Object Tracking has a very crucial role in com-
puter vision research community, and has many real-time
applications in human-computer interaction, security and
surveillance, video communication and compression, aug-
mented reality, traffic control, medical imaging and video
editing [23, 22, 11]. Despite having extensive work and
decades of research, it is still a challenging task because of
various challenging factors in the real-world videos such as
occlusion, illumination, background clutter. Various efforts
[8, 30, 6, 31] have been made to overcome the above men-
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Figure 1. Samlpes of blurred-images from the Need For Speed
dataset [12], along with their deblurred pairs generated using
Deblur-GAN V2 [16].

tioned issues, however motion blur still remains a common
problem with most of the state-of-the-art trackers. Blur is
usually caused either by the slow speed of the camera (see
Figure 1) or the fast motion of the target. Ultimately, mo-
tion blur reduces the tracker’s performance by degrading the
visual features extracted by the tracker.

Object tracking under motion blur is a challenging prob-
lem because: (a) blur leads to less visual information from
search/template image, (b) intensity of blur can range from
low-level to drastic blur, (c) motion blur also causes a few
other issues like abrupt motion. A common solution to
this is to first deblurr the input frames and then perform-
ing tracking. In [2] the authors deal with the motion blur
by using deformation parameters and motion vectors to
compute matching score and thus matching the blurred re-
gion. Whereas, in [10], a mean-shift tracker is used for
tracking of motion-blurred target. Both the above meth-
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ods assume that the blurred target has been roughly seg-
mented, whereas in our work we aim to automatically track
the blurred region. In image processing, edge priors [17],
image-restoration [25], removing camera-shake [3] have
been used to deal with the motion-blur problem. How-
ever, these methods usually contain strong ringing artifacts,
which generate “fake” features and further make the track-
ing process more complex.

In this report, we present a novel end-to-end object track-
ing under motion blur network. Our network is based on
Deblur-GAN V2 [16] in the first stage for deblurring the in-
put frames, which is jointly trained with SiamRPN++ [18]
to perform tracking. Our method thus aims to first deblur
the input frames and then use the deblurred frames to per-
form tracking. We evaluate our method on NFS dataset [ 2]
which has both the fast-motion data subset and normal mo-
tion data subset. We find that performing deblurring in such
a manner boosts the performance of the tracker.

The rest of the report is organized as follows. We discuss
the related work in Section 2. Our approach is discussed in
Section 3. We present our evaluation in Section 4. Conclu-
sion is presented in Section 5.

2. Related Work

Motion blur is a known problem in object tracking. Pre-
vious work implicitly used motion blur as additional infor-
mation for performance improvement [33, 21, 34, 32, 27].
However, these methods assumed that the performance of
object tracker would be dependent on the deblurring com-
ponent (which can introduce negative effects like noise or
low resolution in the frames) that can worsen the perfor-
mance of videos that have minimal motion blur. However,
recent deblurring methods [16, 15] have proved to be bet-
ter and faster with minimal adverse effects to the output
frames compared to previously tested traditional methods.
Additionally, these methods use traditional trackers and do
not discuss how motion blur affect state-of-the-art trackers
like SiamFC [ 1], SiamRPN [19] and SiamRPN++ [18]. The
problem of motion-blur does exist in these trackers [29], but
has not been addressed by the existing literature.

Several datasets were considered for our task. While
VOT [13] and OTB [33] datasets contain noticeable motion
blur, we required significant blurring in each video to track
performance improvements using the proposed method.
Additionally, fabricating motion blur in these datasets re-
sulted in unrealistic results due to their low FPS (frames
per second). On the contrary NFS [12] dataset contains
videos that were captured with 240 FPS. Qing Gou et. al.
[5] created the dataset for motion blur by taking average
of the frames of videos captured at 240 fps to reduce them
to videos of 30 fps. Replicating the same experiment, the
output frames contained improbable motion blurs. To avoid
this problem, we created motion blur using the method sug-

gested in [16], where the videos were first interpolated to
3840 fps and an average pooling was performed over the
same time window which resulted in smoother and contin-
uous blurs.

DeblurGAN-v2 [16] is a deblurring conditional Genera-
tive Adversarial Network (cGAN) trained on the GoPro [24]
and NFS [12] dataset. Building upon the success of Deblur-
GAN, the authors extend their work by modifying the ar-
chitecture to include Feature Pyramid Network in the gen-
erator which makes it 10-100 times faster than its competi-
tors. We use DeblurGAN-v2 to perform deblurring while
maintaining real-time tracking speed. The architecture of
DeblurGAN-v2 is shown in Figure 3. While DeblurGAN
has already been used before for visual tracking [5], we test
the results of better and faster version of the deblurring com-
ponent for our work.

3. Our Approach

In this section, we first discuss our One-stage network,
followed by the model learning and dataset explanation. At
the end we discuss our setup and implementation details.

3.1. One-Stage Network

We propose to combine Deblur-GAN V2 with
SiamRPN++ into a one-stage network and train them
jointly, so that parameters of both models get refined to
achieve more coherent performance. The architecture of
our proposed network is shown in Figure 2. The one-stage
network is built on SiamRPN++ with an additional module
of deblurring. That is, similar to the network architecture of
[18], our one-stage network has one Siamese network and
one region proposal network (RPN), of which the Siamese
network has two branches: template branch and search
branch. The input of template branch is the object cropped
from the first frame of a video which is usually clear. There
is no deblurring planned for this branch. On the search
branch, deblurring is performed before the search image
is fed into the following feature extraction convolutional
neural network (CNN) of Siamese. Since we only need the
deblurring functionality of Deblur-GAN V2, the generator
instead of the entire GAN structure is applied on the search
image to yield a deblurred, clear image. The next steps are
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Figure 2. Architecture of our proposed joint network.
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Figure 3. Architecture of DeblurGAN-v2 (excerpt from [16])

the same to SiamRPN++ where both template and search
images are passed through a CNN for feature extraction.
The RPN is then followed to compute cross-correlation and
finally output the detection result.

3.2. Model Learning

We finetune the proposed network on the NFS dataset at
a low learning rate, because both the Deblur-GAN V2 and
SiamRPN++ have been well trained on their own datasets
and have released their pretrained weights. We train the
two networks jointly on the new dataset to yield a coherent
one-stage network.

3.3. Dataset

We train and test our tracker on the benchmark dataset:
"Need for Speed’ [12]. The dataset constitutes 100 videos
with 380K frames. It was captured with the high frame rate
of 240 FPS. 85 videos are used for training while 15 videos
are used for testing. We create two versions of the dataset:
a) the frames are averaged to reduce the frame rate to 30
fps (Version 1) as suggested in [5] and, b) the videos are in-
terpolated to 3840 fps and average pooling is performed on
the same time window (Version 2). Each version of dataset
has two different subsets: a) sharp video subset (240 fps for
both versions) and, b) blurred video subset (30 fps dataset
for Version 1 and 240 fps for Version 2). To match the
frame rate of the blurred video dataset, we only use every
8t frame in the sharp video dataset of Version 1. The im-
ages of Version 2 has realistic motion blur (see Figure 4 for
more details).

3.4. Setup and Implementation Details

We choose FPN-Inception as the backbone of Deblur-
GAN V2, which is one of the backbones shipped with the
model (the other is FPN-MobileNet). Specifically, Feature
Pyramid Network (FPN) [20] is introduced in the generator
of Deblur-GAN architecture, which is initially developed

Sharp Video Version 1: Blurred Videos Version 2: Blurred Videos
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Figure 4. Sharp video and corresponding blurred videos from two
versions of the dataset.

for object detection. Either Inception [28] or MobileNet
[9] is available as backbone of the generator, with the later
aimed at efficiency. For the backbone of SiamRPN++, we
choose ResNet50 [7] out of a few choices provided by the
authors of the paper. The other backbones include AlexNet
[14] and MobileNetV2 [26].

We notice that the output of Deblur-GAN V2 has a di-
mension of 256 x 256, whereas the input dimension of the
search branch of Siamese network of SiamRPN++ is 255
X 255. To accommodate the mismatch in dimension, we
downsample the output image of deblur module to fit in the
input of tracking module.

The learning rate of Deblur-GAN V2 module is set to
be 0.001 and that of SiamRPN++ is set to be 0.01 (origi-
nally it was 0.1) during joint training. All the other hyper-
parameters are used as they are in provided source code. As
mentioned in model learning subsection, we only finetune
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Figure 5. Qualitative results using Joint Model

the joint network so a total number of 2 epochs are trained
on the NFS dataset.

4. Results

In this section, we first discuss the qualitative results, and
then discuss the quantitative results between our proposed
network and original SiamRPN++ tracker.

4.1. Qualitative Results

In Figure 5 we show the qualitative results of our pro-
posed joint model over 5 different categories. The first col-
umn represents the tracking results of SiamRPN++ on sharp
video, which can be viewed as the ground truth. The second
column and the third column compare the performance of
our proposed joint model and original SiamRPN++ respec-
tively on the blurred videos. It is clear from the position of
blue bounding boxes that our joint model correctly locates
the objects (over all the 5 categories) whereas the original
SiamRPN++ fails to track at cases of motion blur.

4.2. Quantitative Resutls

Table 2 and Table 3 shows that be deblurring the video
the overall precision and success rate increases when com-
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Figure 6. Success Plot
Blurred Video Deblurred Video Sharp Video
Method Precision Success Precision Success Precision Success
Purse 0.114 0.098 0.715 0.617 0.763 0.653
Bunny 0.483 0.626 0.532 0.652 0.576 0.661
Skiing 0.401 0.285 0.443 0.364 0.465 0.392
Basketball2 0.546 0.379 0.568 0.466 0.934 0.739
Bottle 0.306 0.579 0.335 0.601 0.325 0.592
Dog2 0.522 0.387 0.679 0.481 0.578 0.439
Iceskating6 0.620 0.677 0.909 0.719 0914 0.743
Running100m2 0.523 0.538 0.595 0.646 0.570 0.673
Zebra Fish 0.441 0.630 0.431 0.610 0.410 0.598
Yoyo 0.523 0.296 0.513 0.922 0.466 0.240
Walking3 0.154 0.622 0.158 0.620 0.147 0.614

Table 1. Quantitative Results using Joint Model on 2nd version of
dataset. (Category-Wise)

Blurred Video Deblurred Video Sharp Video

Precision Success Precision Success Precision Success
0.593 0.504 0.608 0.514 0.623 0.523

Table 2. Quantitative Results using Joint Model on 1st version of
dataset. (Overall)

Blurred Video Deblurred Video Sharp Video

Precision Success Precision Success Precision Success
0.434 0.402 0.476 0.426 0.513 0.461

Table 3. Quantitative Results using Joint Model on 2nd version of
dataset. (Overall)

pared to the blurred videos. This consistency is shown over
both versions of the datatset. Additionally in Table 1 we
show category wise results on the second version of the
dataset. It is clear from Table | that for all the categories
except Zebra Fish, Yoyo, and Walking3 the results after re-
moving motion blur are better. We feel that for the above
mentioned categories lack in improvement was because the
videos did not contain much of motion blur. Additionally
success plot is shown in Figure 6 which proves the fact
that Sharp videos are the best for tracker’s performance,
followed by Deblurred video, and Blurred videos are the
worst.



5. Conclusion and Future Work

In this report, we have proposed a method for tracking
objects under motion blur. Our network performs motion
deblurring in an end-to-end fashion: first stage being de-
blurring the blurred frames using state-of-the-art Deblur-
GAN V2 [16], second stage being the tracker [18] trained
on the deblurred images. Our experiments show that this
approach of motion deblurring can improve the overall
tracker’s performance. In the future, we would like to add
occlusion removal, and multi-scale feature learning infor-
mation to our network to make an attempt towards design-
ing a robust tracker which not only overcomes motion blur
but also overcomes the other challenges in visual object
tracking.
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